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Abstract

Facial Motion Cloning (FMC) is the technique employed to transfer the motion of a virtual face (namely the source) to
a mesh representing another face (the target), generally having a different geometry and connectivity. In this paper, we
describe a novel method based on the combination of the Radial Basis Functions (RBF) volume morphing with the encod-
ing capabilities of the widely used MPEG-4 Facial and Body Animation (FBA) international standard. First, we find the
morphing function G(P) that precisely fits the shape of the source into the shape of the target face. Then, all the MPEG-4
encoded movements of the source face are transformed using the same function G(P) and mapped to the corresponding
vertices of the target mesh. By doing this, we obtain, in a straightforward and simple way, the whole set of the MPEG-
4 encoded facial movements for the target face in a short time. This animatable version of the target face is able to perform
generic face animation stored in a MPEG-4 FBA data stream.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Accurate animation of virtual actors is required
in a wide range of fields like in entertainment, in
distance learning and teleconferencing as well as in
advanced human–machine interfaces. Currently,
the best-looking animations of synthetic faces are
1524-0703/$ - see front matter � 2006 Elsevier Inc. All rights reserved
doi:10.1016/j.gmod.2006.09.006

* Corresponding author. Fax: +39 06 85300849.
E-mail addresses: frat@dis.uniroma1.it (M. Fratarcangeli),

schaerf@dis.uniroma1.it (M. Schaerf), robert@isy.liu.se
(R. Forchheimer).

URLs: http://www.dis.uniroma1.it/~frat (M. Fratarcangeli),
http://www.dis.uniroma1.it/~schaerf (M. Schaerf), http://
www.icg.isy.liu.se/staff/robert (R. Forchheimer).
done manually by visual artists or are tracked using
motion capture equipment. Facial animation of
characters is among the most tedious parts of crea-
tion of animations, it is time-consuming and it
requires skilled animators while motion tracking
hardware can be quite expensive. In order to save
time and money, a trend is to develop methods to
automatically simulate in the most realistic way
the facial movements and then perform them in
real-time. This is a challenging task because, on
one side, the virtual faces present different charac-
teristics (connectivity, shape), making difficult to
define precisely an input space. On the other side,
the human visual system is very sensitive to the
.
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1 A viseme is the visual counterpart of a phoneme.
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nuances of the perceived facial movements. Thus,
the produced animation must be as accurate as pos-
sible, otherwise the risk is to loose the meaningful
information hard-coded into the facial movements.
As a last point, the computation to achieve the ani-
mation must not consume precious hardware
resources like CPU-time or memory. This issue arise
especially when the animation must be performed
on modest equipped platforms, like mobile phones
or handheld devices, or in the most demanding
applications like games.

In this paper, we describe a Facial Motion Clon-
ing (FMC) method that assists in solving these
problems. FMC is used to copy the facial motion
from one face to another. The facial movements
are represented by a set of morph targets encoded
by the MPEG-4 Facial and Body Animation
(FBA) standard. A morph target is a variation of
the face that has the same mesh topology, but differ-
ent vertex positions. Essentially, it is the source face
performing a particular key position. Each morph
target corresponds to a basic facial action encoded
by a MPEG-4 FBA parameter. The linear interpola-
tion of the morph targets is able to represent a wide
range of facial movements. Thus, an artist could
produce one detailed face including all morph tar-
gets, then use this FMC implementation to quickly
produce the corresponding full set of morph targets
for a new and completely different face. The morph
targets of the source face can be produced manually
by artists, by motion capture techniques or in an
automatic way, for example by applying physical
simulation algorithms of the face anatomy [11,12].

There are two main advantages in using morph
targets encoded by MPEG-4 FBA. The first one is
in the low requirements of CPU-time usage, since
the animation is achieved by linear interpolation
of the morph targets. The second one lies in the
capability of the MPEG-4 FBA to express and pre-
cisely control the whole range of facial expressions
[24]. Thus, by computing the morph targets for
the target face, we can use them to perform generic
face animation encoded in a MPEG-4 FBA stream
in a computationally inexpensive manner.

2. MPEG-4 facial and body animation standard

We provide a short introduction to MPEG-4
FBA specification, describing the main parameters
sets cited in this paper. Readers familiar with
MPEG-4 FBA may wish to skip the section, or
use it only as a quick reference.
MPEG-4 is an international standard dealing
with the efficient transmission of animation. A sig-
nificant part of the MPEG-4 is the Face and Body
Animation (FBA), a specification for efficient cod-
ing of shape and animation of human faces and
bodies [24,1]. Instead of regarding animation as a
sequence of images of faces with fixed shape and
size, MPEG-4 FBA gives the possibility to express,
for each animation frame, the facial movements
through a set of weighted parameters. Thus, the ani-
mation is synthesized by a proper deformation of
the face mesh according to such parameters.

MPEG-4 FBA specifies a face model in its neu-
tral state together with two main data sets: 84 Facial
Definition Parameters (FDPs), also called feature
points, and 68 Facial Animation Parameters
(FAPs). According to the standard, a generic face
model is in neutral state when the gaze is in direc-
tion of the z-axis, all face muscles are relaxed, eye-
lids are tangent to the iris, lips are in contact and
the mouth is closed in such a way that the upper
teeth touch the lower ones [24].

FDPs (Fig. 1) are control points used to define
the shape of a proprietary face model and to pro-
vide a spatial reference for defining FAPs. The loca-
tion of FDPs has to be known for any MPEG-4
compliant face model. The FAP set is subdivided
in high- and low-level parameters. Low-level FAPs
are used to express basic action that the face can
perform, like closing an eyelid or stretching a corner
lip. All low-level FAPs are expressed in terms of the
Facial Animation Parameter Units (FAPU). They
correspond to distances between key facial features
and are defined in terms of distances between the
FDPs. High-level FAPs are useful to express in a
compact way more complex movements like expres-
sions and visemes.1 FAPs allow for representation
of the whole set of natural facial movements.

The FBA parameters, both FDPs either FAPs,
can be extracted automatically from visual, audio
and motion capture systems [4,3,13,16], therefore
they can be properly compressed and used to
achieve, for example, teleconferencing with a very
low bandwidth (<3 kbps) [21,7].
3. Related work

Several different methods have been proposed
through the years to achieve computer facial



Fig. 1. MPEG-4 Facial Definition Parameters (or Feature Points) are used to define the shape of a face model [24,1].
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animation. Key-frame interpolation technique pro-
posed by Parke [25] is one of the most intuitive
and still widely used. Basic expressions in 3D are
defined at different moments in the animated
sequence and intermediate frames are simply inter-
polated between two successive basic expressions.
Physics-based approaches [17,18,26,14,15] animate
faces by simulating the influence of muscle contrac-
tion onto the skin surface. The general approach is
to build a model respecting the anatomical struc-
ture of the human head. By doing this, the pro-
duced motion is very realistic. The drawback is
that these methods involve a massive use of
CPU-resources to advance the simulation. Thus,
they are not suitable for interactive applications
on modestly equipped platforms.
Synthesis of facial motion by reusing existing
data (Facial Motion Cloning), has recently become
popular in computer graphics. Briefly, the main
concept is to transfer the motion from a source face
to a static target face, making this latter face anim-
atable. Learning-based methods rely on a dataset of
3D scans of different facial expressions and mouth
shapes to build a morphable model [6,5], that is, a
vector space of 3D expressions. Difference vectors,
such as a smile-vector, can be added to new individ-
ual faces. Unlike physical models, these methods
address the appearance of expressions, rather than
simulating the muscle forces and tissue properties
that cause the surface deformations.

Escher et al. [8,9], developed a cloning method
based on Dirichlet Free Form Deformation (FFD)
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and applied it to the synthesis of a virtual face in
order to obtain a virtual avatar of a real human
head. In FFD algorithms, the deformation is con-
trolled by a few external points. To achieve volume
morphing between the source and the target face
meshes, the control points are usually difficult to
define and not very intuitive for manipulation.
Deformation based on scattered data interpolation,
like Shepard-based methods and radial basis func-
tion methods [10], are easier to manipulate for our
purpose. In particular, radial basis functions are
more effective when landmarks are scarce and they
are also computationally efficient.

To develop our method, we were inspired mainly
by the two following methods. In Expression Clon-
ing developed by Noh [20], the movements of a
source face are expressed as motion vectors applied
to the mesh vertices. The source mesh is morphed,
through the use of RBF volume morphing and neu-
ral networks, to match the shape of the target mesh.
The motion vectors are transferred from source
model vertices to the corresponding target model
vertices. The magnitude and direction of the trans-
ferred motion vectors are properly adjusted to
account for the local shape of the model. The
FMC approach developed by Pandzic [23] relies
on the fact that the movements of the source face
are coded as morph targets. In Pandzic’s approach,
each morph target is described as the relative move-
ment of each vertex with respect to its position in
the neutral face. Facial cloning is obtained by com-
puting the difference of 3D vertex positions between
the source morph targets and the neutral source
face. The facial motion is then added to the vertex
positions of the target face, resulting into the
Fig. 2. Facial Motion Cloning mechanism. A RBF volume morphi
animated target face. The key positions represented
by morph targets are expressed by the MPEG-4
Facial Animation Parameters (FAPs). Each morph
target corresponds to a particular value of one
FAP. By interpolating the different morph targets
frame-by-frame, animation of the source face is
achieved.

4. Our approach

Our FMC method is schematically represented
by Figs. 2 and 3 and can be summarized as follows.

Given a manually picked set of 48 feature points
on the input face meshes, we compute a scattered
data interpolation function G(P) employed to pre-
cisely fit the shape of the source into the shape of
the target mesh through a volume morphing. Then,
we map each vertex of the target face into the corre-
sponding triangular facet of the deformed source
mesh in its neutral state through a proper projec-
tion. The target vertex position is thus expressed
in a function of the vertex positions of the source
triangular facet through barycentric coordinates.
At this point, we deform all the source MTs by
applying to each one of them the same morphing
function G(P) used to fit the neutral source into
the neutral target mesh. Hence, we can compute
the new position of each target vertex considering
the location of the corresponding deformed source
facet, obtaining the target MT. The whole set of
morph targets is called Animatable Face Model
(AFM) and it can be directly animated by commer-
cial MPEG-4 FBA players [2].

Inputs to the method are the source and target
face meshes. The source face is available in neutral
ng G(P) is performed between the source and the target face.



Fig. 3. Facial Motion Cloning mechanism. Using the same deformation function G(P), all the source morph targets are cloned to the
target face.
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state as defined in the MPEG-4 FBA specification.
The morph targets (MTs), corresponding to the
MPEG-4 FAPs, of the source face are available as
well. The target face exists only in the neutral state.
For each neutral face mesh, the corresponding
MPEG-4 Feature Definition Point (FDP) set must
be defined, that is, each FDP is manually mapped
onto a vertex of the input face meshes. We need
48 out of 84 FDPs since we do not consider the
FDPs corresponding to group 10 (ears), 6 (tongue),
FDPs from 9.8 to 9.11 (teeth) and 11.5 (top of the
head). The process to manually map the 48 FDPs
on the input faces requires 10–30 min according to
the user skills. The goal is to obtain the target face
with the motion copied from the source face. We
do not make any assumption about the number of
vertices or their connectivity in the input models.
For simplicity, we will consider source and target
as triangular meshes.

The remainder of this paper is organized as fol-
lows. In Section 5, we detail how to find the fitting
function G(P) and in Section 6 we describe the clon-
ing process. Section 7 presents our experimental
results and in Section 8 we conclude by providing
directions for future work.
5. Shape fitting

The task of the shape fitting process is to adapt
the generic source face mesh to fit the target face
mesh. As input, we take the source and target face
meshes. The source and the target faces are both
available in neutral position as defined in the
MPEG-4 FBA specification (Section 2 and [24]).
For each neutral face mesh, the corresponding sub-
set of 48 MPEG-4 Facial Definition Points (FDPs)
must be defined as specified in Section 4. Taking
these feature points as a reference, we are able to
extract some face features, that is, the eye contour
and the inner lip contour (Section 5.1). We use the
FDPs together with the vertices belonging to the
eye and lip contour features to find a first guess
of the scattered data interpolation function G(P)
that roughly fits the source into the target mesh
(Section 5.2). The precise fitting of the moving
zone of the deformed source model is obtained
by iteratively refining G(P) (Section 5.3).
5.1. Eye and lip feature extraction

Starting from the manually picked MPEG-4
FDPs, we extract the eye and lip features from the
input meshes through automatic algorithms.

Driven by some of the MPEG-4 FDPs belonging
to the eye group, we find a proper path in the mesh
graph going from a start point to an end point,
where the start and the end point are defined
according to the round robin UP) LEFT)
DOWN) RIGHT) UP. To find the path between the
start and the end point, we use a greedy strategy:
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Right Eye FDPs: 3.2) 3.8) 3.4) 3.12) 3.2

Left Eye FDPs: 3.1) 3.7) 3.3) 3.11) 3.1
M. Fratarcangeli et al. / Gra
v = start_point

while (v 5 end_point)
dmin = very big value

for each neighbor n of v do

nn = normalize (n � v)

d = distance ((v + nn), end_point)

if (dmin > d)
dmin = d

vmin = n

end if

end for

insert vmin in the eye contour set

v = vmin

end while

We find the inner lip contours by applying the
following algorithm, once for the upper lip and once
for the lower one:
start_point = FP 2.5 (inner right corner lip)

end_point = FP 2.4 (inner left corner lip)

direction = end_point � start_point

directionxy = (directionx, directiony, 0)

v = start_point

insert v in the lip contour set

while (v 5end_point)
for each neighbor n of v

a = angle (directionx y, (n � v)xy)

end for

v = n having smaller [greatest] a, a2 ð�P
2
; P

2
Þ

insertvintheupper[lower]lipcontourset

end while

Note that a MPEG-4 FBA compliant synthetic face
has the gaze and the nose tip towards the positive
z-axis and that the lips are in contact but they are
not connected [24]. We do not provide a method
to assess the correctness of such extraction algo-
rithms, however they work in a satisfactory way
with all our test face models.

5.2. Scattered data interpolation

Having computed the face feature points on both
the source and the target face mesh in their neutral
state, we construct a smooth interpolation function
G(P) that precisely fits the source model into the tar-
get face model. In mathematical terms, for given
data pairs (Pi,Qi), ði ¼ 1; . . . ; n; P i 2 R3;Qi 2 R3Þ,
find a function G : R3 ! R3, G 2 C1 so that
Qi ¼ GðP iÞ i ¼ 1; . . . ; n ð1Þ

In our case, {Pi} is a subset of the vertices of the
source mesh and {Qi} is the subset of correspondent
vertices on the target mesh. Applying G(P) to the
whole set of vertices of the source mesh, this latter
will deform in such a way that it will fit the target
shape.

A radial basis function is defined as a basis func-
tion whose value depends only on the distance from
the data point. A radial basis function method is
simply the linear combination of such basis
functions:

GðP Þ ¼
Xn

i¼1

hiRiðP Þ ð2Þ

where hi are 3D coefficients, Ri are the radial basis
functions and P 2 R3 is a vertex of the source mesh.
We use as basis function the Hardy multiquadrics,
defined as:

RiðP Þ ¼ ðd2
i ðP Þ þ r2

i Þ
1
2 ð3Þ

where di is the euclidean distance from Pi, ri is the
stiffness radius controlling the stiffness of the defor-
mation around Pi. The Hardy method is the combi-
nation of the sum of the Hardy multiquadrics and a
linear term L used to absorb the linear part of the
morphing transformation:

GðP Þ ¼
Xn

i¼1

hi � ðd2
i ðPÞ þ r2

i Þ
1
2 þLðP Þ ð4Þ

where LðP Þ ¼ hnþ1 � xþ hnþ2 � y þ hnþ3 � zþ hnþ4 is
the affine transformation, fhigðhi 2 R3; i ¼
1; . . . ; nþ 4Þ are called Hardy coefficients. Intro-
ducing the LðP Þ term, the source mesh will be
translated, rotated and scaled according to the posi-
tion of the target interpolation point set {Qi}. For
smooth results, the parameters {ri} are set to:

ri ¼
min diðP jÞ if i 6¼ j;

0 if i ¼ j:

�
ð5Þ

In order to find the volume morphing function
G(P), we define the interpolation point sets {Pi}
and {Qi} and then solve a linear equation system
to compute the Hardy coefficients. The linear equa-
tion system to find the {hi} values is obtained by
imposing the n conditions G(Pj) = Qj:

Qj ¼
Xn

i¼1

hi � ðd2
i ðP jÞ þ r2

i Þ
1
2 þLðP Þ

ðj ¼ 1; . . . ; nÞ ð6Þ
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Furthermore, for linear precision, we impose:Xn

i¼1

hi � xi ¼ 0 ð7Þ

Xn

i¼1

hi � yi ¼ 0 ð8Þ

Xn

i¼1

hi � zi ¼ 0 ð9Þ

Xn

i¼1

hi ¼ 0 ð10Þ

This results in a linear system of n + 4 equations
with n + 4 unknowns {hi}(i = 1,. . . , n + 4). The
solution exists and it is unique [19].

Thus, G(P) can be computed once the corre-
spondence set {(Pi,Qi)} has been defined. The dens-
er the correspondence set is the closer the resulting
fit. We consider the 48 FDPs specified in Section 4
as a first guess of the interpolation point set
{(Pi,Qi)}. We compute G(P) and apply it to the
source mesh obtaining a rough fitting. Then, we
enrich the correspondence set by inserting the ver-
tices belonging to the eye and lip contours of the
source and the point lying on the nearest edge of
the correspondent target contours. We recompute
G(P) with the enriched set of correspondences
and apply it again on the source mesh in its neutral
state obtaining again a rough fitting but this time
with a correct alignment of the eye and lip
features.

5.3. Correspondence set refinement

After morphing the source face mesh to roughly
fit the target, we further improve the fitting by spec-
ifying additional correspondences. A vertex P of the
source face is called a movable vertex, if its position
in one of the morph targets is not equal to its posi-
tion in the neutral face. Thus, such a vertex will
potentially move during the animation. We project
the movable vertices from the deformed source
mesh on the target face surface by casting rays with
a fixed length along the vertex normals2 and com-
pute the intersection of the ray with the target mesh.
We found a fixed length of ENS0 · 0.3125 for the
casted rays, where ENS0 is the MPEG-4 FAPU
defining the distance between the eye and nose.
2 The normal of a vertex is considered as the average of the
normals of the faces the vertex is part of.
By doing this, we are able to know for each
movable vertex of the source face Pi, the corre-
sponding intersection point Qi on the target surface
mesh. Having chosen a fixed length, only a part of
the movable vertices will have a corresponding
point on the target surface. This is because, after
the initial rough fit, only the nearest vertices will
be close enough to the target mesh surface to per-
mit a ray-facet intersection. We also experimented
using outward rays with unlimited length. We
achieved better results with the fixed ray length,
probably because in this way the interpolated sur-
face smoothly stick to the target surface without
inserting high-frequency elements.

We consider the first 125 moving vertices having
greatest error ei = kQi � Pik and we insert the pair
(Pi,Qi) in the correspondence set. If a point Pi is
already in the set, then only the position of the cor-
respondent Qi is updated. We solve again the linear
system Eqs. (6)–(10) to find G(P) for the enriched
correspondence set and we re-run the scattered data
interpolation algorithm to update the whole source
face model from its neutral state. This process is
iterated until no more movable vertices are inserted
in the correspondence set. This may happen for two
different reasons:

• all the movable vertices have been inserted in the
correspondence set;

• the actual set has enough correspondence pairs to
fit the source to the target mesh, sufficiently well.

By applying the refined G(P) to all the vertices
of the neutral source face mesh, this latter fits
precisely the target mesh in the area where there
are vertices that potentially move when the ani-
mation is performed. We consider only the mov-
ing zone because we want to copy the source
face motion and we are not interested in the stat-
ic zones. Fig. 4 shows an example of this itera-
tive fitting process for some test models. In the
central column, the source face is solid while
the target mesh is wireframe rendered. Step 0 is
the initial rough fit. In Step 1, the eye and the
lip features are aligned. After some iterative
steps, the source fits to the target face in the
moving zone.

6. Cloning process

As input of the motion cloning process, we need
the scattered data interpolation function G(P) just



Fig. 4. Source shape fitting iterative process.
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refined and the morph targets, corresponding to the
MPEG-4 FAPs, of the source face. To be precise,
we need the 64 MTs corresponding to low-level
FAPs and the 20 MTs corresponding to high-level
FAPs (14 visemes and 6 emotions), for a total of
84 MTs. We map the target vertices on the
deformed source mesh through the same projection
used in Section 5.2, this time casting the fixed-length
rays from the target vertices towards the deformed
source mesh. At this stage of the process, the
deformed source and the target meshes are very sim-
ilar to each other and each target vertex can be con-
sidered as located where the casted ray intersects the
proper triangular face of the source mesh. Thus, we
can compute the barycentric coordinates of each
target vertex considering the vertices of the corre-
spondent source triangular facet. The position of
the target vertices can be expressed as a linear com-
bination of the positions of the three corresponding
source vertices.

Then, for each particular source MT Si we com-
pute the corresponding target MT Ti by applying
the following algorithm:
Ti = neutral target face (stored in T0);

apply G(P) to Si only in each vertex P 2 Di;

for each vertex Q 2 Ti

if (Pa 2 Di) _ (Pb 2 Di) _ (Pc 2 Di)
Q = Pa Æ b + Pb Æ c + Pc Æ a;

end for;

where Di is the set of moving vertices of Si, Pa, Pb

and Pc are the vertices of the source triangular facet
corresponding to the vertex Q and a, b and c are the
proper barycentric coordinates. Note that we apply
the scattered data interpolation function G(P) only

to the movable vertices Di of each particular source
MT Si in order to speed up the cloning process.
That is, we apply the same global deformation func-
tion G(P) used to fit the source into the target, to the
local part of the source MTs Si that will move when
Si is employed during the animation. Then, we com-
pute the position of the corresponding target verti-
ces by linear combination of the barycentric
coordinates with the new positions of the source tri-
angular facet obtaining, finally, the resulting target
MT Ti.
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As a final step, we clone the global motion of the
head as well as the movements of the tongue and
teeth (if present) through affine transformations like
in Pandzic [23].
7. Results

We performed our experiments on an Intel Pen-
tium M 1.73 GHz processor with 512 MB RAM.
Some of the face models that we used for the exper-
iments are shown in Fig. 5. The test models have
different polygonal resolutions, shapes and connec-
tivity, both symmetric as well as asymmetric. A full
set of high- and low-level FAP motions (i.e., morph
targets), was available for each model. All motion
was cloned from model joakim and beta to each
other model, producing the grids of cloned animat-
ed models for each motion in Figs. 6–9. Looking at
each row shows how an expression is cloned from
one face to all the other faces; looking at each
Fig. 5. Test models used in our experiments. (a) joakim, 909 vertices
367 vertices and 677 faces; (d) kevin, 498 vertices and 956 faces.
column shows how the expression is cloned onto
the same face from different sources.

The comparison in terms of computation time
between Pandzic’s method [23] and ours is straight-
forward, since we use the same input and produce
the same kind of output. In Table 1, we present
the computation time for some cloning processes
performed during our tests along with other inter-
esting data. For comparison, the last column pre-
sents the computation time for Pandzic’s cloning
approach on the same PC.

To assess the quality of our approach, we cloned
the same source animatable faces to themselves and
we computed the error between the source and the
output animatable model as the average of the error
of each of the 84 morph targets:

e ¼ 1

84

X84

j¼1

PNv
i¼1 vS

i � vT
i

�� ��PNv
i¼1 vS

ik k

 !
� 100 ð11Þ

where Nv is the number of the vertices of the face
mesh, vS

i and vT
i are, respectively, the i-th vertex of
and 1752 faces; (b) beta, 2197 vertices and 4118 faces; (c) data,



Fig. 6. Cloning grids for expression joy.

Fig. 7. Cloning grids for expression anger.

Fig. 8. Cloning grids for expression surprise.
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Fig. 9. Cloning grids for expression sadness.

Table 1
MVs, moving vertices; CPs, correspondence points; Is, iterations to refine; RT, G(P) refinement time; CT, cloning time; TT, total time

MVs CPs Is RT (s) CT (s) TT (s) TT_Pzc [23]

beta) data 396 377 8 4.0 1.0 5.0 5.3 s
data) beta 280 280 5 1.3 3.6 5.0 12.4 s
joakim) data 479 461 8 4.4 1.0 5.4 4.5 s
data) joakim 280 275 4 1.0 1.2 2.3 14.1 s
beta) kevin 396 382 9 4.6 0.8 5.4 9.1 s
kevin) beta 294 290 5 10.6 0.6 11.3 13.6

116 M. Fratarcangeli et al. / Graphical Models 69 (2007) 106–118
the source and the corresponding one on the cloned
output model. Table 2 presents the obtained values.
Fig. 10 shows the error distribution over the test
models.

While differences between our visual results and
[23,20] are subjective, we still can consider differenc-
es in implementation:

• Noh uses RBF, together with neural networks,
to align the source to the target face and then
the motion vectors for each target vertex are
computed locally using proper affine transfor-
mations. In our approach, we need the RBF
method G(P) to align the source and the target
with an iterative enrichment of the correspon-
dence set. Then, G(P) is reused to deform the
source MTs and copy the motion on the target
Table 2
Average error on cloning source faces with themselves

source) source

beta 0.028%
data 0.280%
joakim 0.084%
kevin 0.141%
face. The fact that the cloning is carried out
only where needed make this process computa-
tionally light and probably faster than Noh’s
approach. However, Noh’s approach is almost
fully automatic, while we still need to manually
map 48 FDPs;

• our approach provide a MPEG-4 FBA compli-
ant talking face able to perform generic anima-
tion, while Noh’s approach is able to clone an
animation given a priori.

8. Conclusions

We proposed a method dealing with the problem
of reusing existing facial motion to produce in a
short amount of time a ready-to-be-animated
MPEG-4 FBA compliant talking head. Apart from
an initial manual picking of 48 correspondence
points all the techniques presented here are fully
automatic. In terms of visual results shown, even
though only a small subset of them could be pre-
sented here, we believe that most facial movements
for expression and low-level FAPs are copied cor-
rectly to the target face models.



Fig. 10. Visual distribution of the error. Error magnitude is proportional to the color brightness.
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One limitation of our method might be that the
target mesh cannot be of higher resolution than
the source otherwise the barycentric coordinates will
just pull any vertices in the interior of that control
triangle onto the plane of that triangle. However,
using a high-resolution source should not cause
major problems. In Figs. 6–9, higher-resolution
models joakim and beta are cloned to lower res-
olution models data and kevin. The main compu-
tational effort during the cloning process lies in the
refinement process of the G(P) interpolation func-
tion. This is because each pair of correspondence
points corresponds to a linear equation in the sys-
tem to resolve in order to obtain G(P). The asymp-
totic behavior of the linear equation-solving
algorithm (LU decomposition) is O(n3), where n is
the number of moving vertices of the source face.
Since the correspondences can be very close to each
other, we think that not all of them are necessary
and, as a future work, we would identify and not
consider the less significant ones. Furthermore, we
would apply face feature tracking to the polygonal
meshes in order to retrieve the FDPs making the
whole process fully automatic.

After the cloning process is finished, the target
face is ready to perform generic facial animation
encoded into a MPEG-4 FBA stream. The compu-
tational cost of the animation depends on the player
employed. In our case, we used the lightweight
MPEG-4 FBA player provided by [2] in which the
animation is achieved, for each frame, through line-
ar interpolation between the proper morph targets
and rendered in OpenGL. Thus, the computational
cost is rather low. Combined with facial feature
tracking, MPEG-4 FBA talking heads can poten-
tially be used for a very low bitrate visual communi-
cation in a model-based coding scenario [7,22]
(teleconferencing, games, web interfaces).
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